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Abstract

This report is the result of the topic RAID systems in the Proseminar Speicher- und Dateisysteme (stor-
age and file systems) of the Department of Informatics at the University of Hamburg during the summer
semester 2015.

In this paper, you will find an overview of the RAID technology and a list of the most used RAID-levels
including combinations of different levels. I will also describe how to set up a RAID in a software or
hardware based environment.

” A hard drive is like a TARDIS. I like the bit when
someone says it’s bigger on the inside.”
— unknown time traveler

Picture by .

Last changes made on the 13" September, 2015.
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1 Basics things about RAID

The term RAID means Redundant Array of Independent Disks and summarizes concepts of connecting
hard drived!]

A working RAID system builds a logical unit which means that the user does not see every hard drive
as one drive, but all the connected drives. This logical unit provides more functions and features than
one single hard drive and is therefore used by professional users (but more about this later in the section

about the [Usage)).

The two main features that can be achieved with system are the prevention of data loss (increased data
security) and a higher performance. Depending on the type of RAID (s. [RAID Level)), the system can
achieve only one, both or even more functions.

In general a RAID provides reliability (be sure that no data gets lost), availability (always have access to
the data even if one or more drive(s) fail(s)) and capacity (have all the features and get as much capacity
as possible).

1.1 Requirements

As mentioned before, a RAID consist of many connected hard drives (at least 2, depending on the RAID
level) and of curse some cables and other hardware parts. In any case, you either need a special RAID
controller or a special software to manage all these extra functions. Both ways are described later in

section about [Hard- and Software RAIDs|

Furthermore there must be - of course - enough ports on the main board or storage controller, power
cables and power of the power supply. Possibly an extra card is necessary (for example a PCle RAID
controller, but more on this in the section about [Hardware RAIDs)).

1.2 Concepts of RAIDs

Next to the reliability, availability and capacity idea of a RAID, we will now discuss some technical aspects
and concepts of RAIDs. These concepts are also part of a[RATD Level|so there might be some redundancy
here.

1.2.1 Striping

Striping means actually ”cutting data into pieces”. These pieces, also called stripes or chunks, are stored
on different drives which allows the system to read and write faster, because the read and write operations
can be parallelized.

The size of the chunks can be chosen at the set up. A very small size (like 16kb or less) causes many
movements of the read-write-head of the disks and has therefore a negative impact on the performance.
Very large chunks (like 512kb and more), can cause longer reading/writing times which does effect the
performance in a negative way too.

1.2.2 Mirroring

M Mirroring is the opposite concept to striping, it saves the same data on all of the chosen hard drives.
This creates redundancy and therefore security, meaning the data does not get lost so easy even if one or

more drives fail (depending on the [RAID Level)).
1.2.3 Parity

The concept of parity says, that there will be some extra information stored on the hard drives. Instead
of a copy, the parity data is calculated via some special Algorithms (described in more details later) and

IWikiRAID
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is not visible for the operating system and the user.

Storing these parity data creates also a kind of redundancy because it enables the restoration of lost
drives/data by using these parity information.

However, there is no specific rule that says how to create or how to save these data. Some levels are
storing the data chunks on separated disks, some levels put them on the same disks as the normal data
and all ways have their own (dis)advantages.

RAID 4
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Disk 0 Disk 1 Disk 2 Disk 3

Figure 1: Disk 3 of this RAID contains the parity data.[WCI]

1.2.4 Hot-Spare

An empty disk which is also included in the RAID is a so called hot spare. This stand-by will only be used
when a normal disk fails and is also called a replacement-disk. An alternative to this disk is to replace
the broken disk as fast as possible, which is not always possible.

2 RAID Level

This section deals with the main RAID levels and combinations that are pretty common. A RAID level
is nothing less than the type of RAID and only says what this RAID can (not) do.

There are six standard levels (0,1,...,6) which are all different and have their own (dis)advantages. It
is also possible to combine them and create new level with even more/other functions, but its diversity is
limited by the possibilities of the controller.

Every RAID is visible as one logical unit for users and applications. Normal applications use the different
drives as one disk to write on and read from them. Nevertheless it is possible to get information like
temperature, amount of starts, power on hours count, etc. of every single disk.

For every RAID a specific amount if disks is necessary (at least 2) but there is no maximum limit to the
amount of disks — in theory.

2.1 Important properties

Some properties will be discussed in the following sections, so here are some information about the
terminology.

e The space efficiency is a relative value that indicates the amount of available space. A 1 would
mean that all the space (100%) is available while a 0.5 means, that only half of the whole space
(50%) is available.

e The failure rate is the chance that the whole RAID system fails and the data is not accessible any
longer. A 0 means that the RAID will never fail (0% chance) and a high value indicates a more
unsecure RAID.
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e The fault tolerance is the amount of disks which can fail until data gets lost.

2.2 Level O

The RAID 0 is a striping-only level which means that the data will be striped and then saved on different
drives EI . To achieve the best performance, the stripe size has — as mentioned earlier in section about

~ to be about 128kb to 512kb.

A RAID 0 needs a minimum amount of 2 disks because there must be at least one other disk to store
a part of the data on it. Because of non existing parity or redundancy, the relative space efficiency is 1
because RAID 0 can use 100% of its available space (as long as the drives have the same capacity). That
is why the fault tolerance is 0 because there is no redundancy or parity. The failure rate increases with
the number of disks and can be describes by the formula 1 — (1 — 7)™ (n =amount of disks, r =average
failure rate of one disk).

2.3 Level 1l

A RAID 1 is the opposite to the RAID 0, it is used to create pure redundancy for maximum security E|
. That security is ensured by saving the same data on every disk, wherefore some people also call this a
”life-backup” because it is a backup which is always up to date.

Normally the performance is pretty much the same like the one of a single hard drive, but on some
controller it is possible to read different parts from different disks (in figure [3| for instance A1 from disk 0
and A2 from disk 1). This allows pretty much the same reading speed as with a RAID 0.

The RAID 1 needs at least 2 disks to create one copy on each drive which results a space efficiency of 1/n,
so the available space is always equal to the size of one single disk. While the space efficiency decreases
with the amount of disks, the failure rate with ™ increases. This is the key advantage of RAID 0 — its
redundancy. One other remarkable point is the fault tolerance with n — 1, so every disk can fail but one,
which is the highest of all RAID levels.

RAID O RAID 1
) () 9 )
AL 4 A2 AL g AL
A3 A4 A2 (A2
NAS 4 NAG A3 A3
AT A8 AL LAY
N N N N
Disk 0 Disk 1 Disk 0 Disk 1
Figure 22 A RAID 0 system Figure 3: RAID 1 systems
stripes the data and creates no saves the same data on each
redundancy.[WCD] drive.[WCd]

2.4 Level 2

The RAID 2 level is a striping level as well but it works on bit-level which means that each bit is evenly
distributedﬂ . Another key property is the error correction via Hamming-code which allows the controller
to correct possible errors on-the-fly. The parity data of the Hamming-code is stored on separate drives.

2[WCa)
3[Leu|
4[Wik]
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Nevertheless this level is not used any more because of the slightly lower space efficiency (compared to all
other levels) which makes this level more expensive than other ones.

2.5 Level 3

RAID 3 is also a striping RAID but this time on byte—levelﬂ . It also has parity data on an extra disk
(like Raid 2) but an on-the-fly correction is not natively provided.

Some people use RAID 3 to have a high performance when working with large files (like uncompressed
videos or backup archives) E| .

However there is no provable advantage over RAID 5 which has replaced the RAID 3 level and therefore
RAID 3 is not/rarely used H .

2.6 Level 4

RAID 4 also stripes its data, but on block level (not on bit-/byte-level).

Like RAID 3, RAID 4 has also a separate parity disk, which is a huge disadvantage of RAID 4. When a
system has lots of read and write cycles, the parity disk acts like a bottleneck, because the writing speed
of the whole RAID is limited to the writing speed of this parity disk.

2.7 Level 5

RAID 5 is the most used RAID system. It has a high performance due to striped data and a high security
because of parity informatiorﬂ .

The parity data is calculated via the logical XOR operation from the CPU or the RAID-Controller. Using
XOR does slightly decrease the performance, but it is rather negligible.

To create a RAID 5, 3 or more disks are needed, whereas the space of one disk is used to store the parity
data and all other disks storing the normal data. That is why the space efficiency is 1 — 1/n (one parity
disk minus the space efficiency of a RAID 1).

The failure rate is by far the most complicated formula of all and is describes by:
I-(1=r)"=n-r-(1—r)"!

The fault tolerance, however, is simply 1. One disk can fail without any data loss as we will see in
examplel when we calculate the parity data.

Disk 0 Disk 1 Disk 2 Disk 3

Figure 4: Party data is spread over all disks.[WCg]

5[Kum08), p.4, 3.3.]
6 [WCh|
7[Kum08, p.5, 3.5]
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2.7.1 The XOR operation
The XOR returns true (or 1) when exactly one input bit is true (or 1). Here is a small example of the
functionality:
XOR(1,0) =1 = XOR(0,1)
XOR(1,1) =0 = X0OR(0,0)
The amount of input bits is variable because just one bit has to be 1 and it does not matter which one.
Furthermore all the input bits can be treated in pairs:
XOR(0,1,1) = XOR(XOR(0,1),1)
= XOR(1,1)
=0

2.7.2 Example: Calculate parity

Now we want to calculate some parity bits. It is not very hard, but need lot of writing space so this
example will only calculate the parity for three bits for the RAID 5 with three disks.

The controller has now to calculate the parity A, of the data A;, Ay, As, which will be stored on every
disk. Here are the original bits as vectors and every vector is stored on one disk:

1 0 1
Ai=(0),42=(1],435=1{0
0 1 1

Now the parity bit for each row of A;, A, A3 can be calculated:

XOR(1,0,1) =0 0
XOR(0,1,0)=1 » = A,=[1
XOR(0,1,1) =0

These bits must now be distributed over the three disks as you can see in figure

2.7.3 Data recovery

The parity data of a RAID 5 is made to restore the content of one lost hard drive. So lets say disk two,
with its data Ao, fails and has been replaced. Using the parity data, the lost data As can be restored by
using the XOR operation again.

Here are the data blocks as vectors:

1 1 0
Ar=|0],45=1{0],4,=(1],4,="
0 1 0

To calculate As, just XOR the rows of the given vectors and save the result on disk 2:

XOR(1,1,0) =0 0
X0R(0,0,1) =1 3 = A= [ 1
X0R(0,1,0) =1 1
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2.8 Level 6

The disadvantage of a RAID 5 is its relatively low fault tolerance. To solve this security "issue”, the
RAID 6 was invented and provides a higher fault tolerance of ﬂ .

To achieve this, a second parity block has to be calculated via gallois-fields or other methods like a Reed-
Solomon-Code. Unfortunately this causes the disadvantage of RAID 6: The writing speed is a bit slower
compared to the one of a RAID 5.

2.9 Level 10 & 01

A Level 10 (or 140) RAID and a 01 (or 04+1) RAID are pretty much the same. Both are combining the
advantages of a RAID 0 (performance) and a RAID 1 (security) [7].

The main difference is the fault tolerance of 10 and 01 which is less in the RAID 01. This is caused by the
structure of RAID 01 (it is a mirrored RAID 0). For example: The chance of a total failure in a RAID
10 with 8 disks is 1/7 but in a RAID 01 it is 4/7 [[].

RAID 1+0 RAID 0+1
RAID 0 RAID 1
| |
RAID 1 RAID 1 RAID O RAID 0
D Yy CD [y Sy
e e R e e ] A | e
IIII AT A llll
Disk O Disk 1 Disk 2 Disk 3 Disk 0 Disk 1 Disk 2 Disk 3
Figure 5: RAID 10: Striped mirrors.[WCe] Figure 6: RAID 01: Mirrored stripes.[WCc]

The same effect can be described by the access limitations of a RAID: Imagine two disks of the RAID 01
(one in every RAID 0 component) fails, then there is the chance that e.g. Disk 0 and Disk 3 fails. This
will cause the crash of the whole RAID 01. Unfortunately the controller can not copy data from disk 2 to
the new disk 0 because it is in another RAID 0 section and normally it is not possible to read data from
different RAID 0 components while the RAID is running. In a RAID 10 this scenario is not possible, that
is why a RAID 01 is a bit less secure [[7].

Nevertheless is the performance the same and both RAID needs at least four disks (a RAID 01 is also
possible with three disks, but most controllers implements it with a minimum amount of four disks |E| ).

2.10 Other level

As you may already guess from section about [Level 10 & 01} it is possible to combine several levels |E| .
Some (more or less useful) RAID combinations are all Ox (striped levels) and 1x (mirrored levels) RAIDs

and combinations with a RAID 5 (e.g. 65, 51, 52, 53, ...).

There are many other levels like 1E, 5E/5EE and combinations with hot-spare drives and so on. Most of
them were invented many years ago and have never really been used.

8 [Kum08, p.5, 3.6]
9 [Leu|

IO[JHJ

11 [Comd

12[WiK]
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3 Hard- and Software RAIDs

To set up a RAID, there are two different ways in doing this: Using either a hardware or a software based
system. Both have advantages and disadvantages so here is a quick overview.

3.1 Hardware RAIDs

To use a hardware RAID all disks have to be connected to a special controller, the RAID-controller. Most
motherboards have such a controller out-of-the-box which can handle the basic levels like 0, 1, 10 and
mostly 5 as well. Some more expensive boards may be able to manage other levels.

If the performance is too low or the functional range too small, there are dedicated controller for an
PCI(e) port of the motherboard. Often these controllers have special hardware components for a faster
parity calculation FE] which is good for systems with a [Level 5| or [Level 6 RAID.

Name: Haukes_RAID
RAID Level: AIDO(Stripe)
Disks: elect Disks
Strip Size:
Capacity:
Sync:

The following are typical values:

RAID® - 128KB
RAID16 - 64KB
RAIDS - 64KB

Figure 7: Most mainboards have an inbuilt
RAID controller.[WCe]

The advantage of a hardware RAID is its high performance even if there are many disks in use. The
disadvantage is its price, because those special hardware components are very expensive E’] .

3.1.1 Setting up a hardware RAID

To create a hardware based RAID on a Computer, you have to enable the RAID-option in the BIOS/UEFI
menu (normally the AHCI-mode is selected). After saving the settings and restarting the computer, a

special function key (e.g. F10) will lead you into a set up menu (s. figure @ where you can create, edit
or delete a RAID.

While creating a new RAID, many options like Name, RAID Level and possibly a Strip-Size were
shown. Some controller also have the feature to change the RAID, for example to add or remove disks or
even migrate to another level. Normally all settings are very simple and straight forward so there should
not be any problem in managing RAIDs.

All RAID setup menus are different so there is not one single manual on how to set up a hardware RAID,
but normally there is an manual from your hardware manufacturer. Just check out your main board or
controller manual for further information.

3.2 Software RAIDs

To use a Software based RAID, the only requirement is a running computer and some special tools to
create such a RAID. Some operating systems (like Windows) have those applications already preinstalled.
On other systems (e.g. Linux distributions) they are available for free (some are even open-source).

Normally a software RAID can do as much as a hardware RAID can do, but more information about the
(dis)advantages in the

13[Kum08| p.1, 1.4]

10
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3.2.1 Linux (using mdadm)

Linux has (normally) no software RAID applications installed, but there are the open-source tools mdadm
(multiple disk administration) and gparted, which allows you to create a software RAID.

In this part I will show you how to create your own software RAID with these tools |E| .

1. Install mdadm and gparted

As mentioned before, you need mdadm to set-up a software RAID. To format the new drive and create
partitions, you will also need a tool for that (gparted is a good option, it is open-source as well). To
install this, use the following commands (for debian based distributions):

sudo apt-get install mdadm gparted

2. Find all hard drives

To create a RAID you need a specific amount of drives. In Linux each disk and partition has an entry in
the /dev/ directory and has a structure of /dev/sd<a-z><0-9> (e.g. /dev/sdbl). You have to find
the path to all drives and remind them.

3. Create empty partition table

Next step is the creation of a new partition table on every drive that should be in your RAID, this allows
you to create an empty drive.

sudo parted /dev/sd... mklabel gpt

Note: If you have not an (U)EFI based system, use msdos instead of gpt.

4. Mark partition as RAID-partition

After creating a new partition table, the system has to know which partition is a RAID partition. This
can be done with parted as well by using this command:

sudo parted /deb/sd... set 1 raid on

The first partition of the drive /dev/sd. .. becomes a RAID partition.

5. Finally create the RAID After marking all partitions as RID partition the system is ready for the
most interesting step, the RAID creation. One last time we will use mdadm with some special parameters:

14 [ubul

11
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sudo mdadm
—-—create /dev/mdx
——auto md
——level=xy
——-raid-devices=n
/dev/sd<a—-z><0-9>
/dev/sd<a-z><0-9>

Here are some information about the parameter used in the command above:

/dev/mdx Defines the path of the new RAID (e.g. /dev/md0)
level=xy Sets the level of the RAID (e.g. 10 or 5)
/dev/sd<a-z><0-9> A list if all drives that should be added to the new RAID

Table 1: Creating the RAID via mdadm with lots of parameters.
6. Create new file system Now we have an empty RAID without any file system on it. To be able

to store data, we have to choose on a file-system (e.g. ext4). For this, Linux has the command mkfs
(make file system).

sudo mkfs.ext4d
-b 4096
-E stride=s, stripe-width=t
/dev/mdx

Here is a description of all parameter used above |E| :

mkfs.ext4 The file system you want (e.g. ext4, ntfs, ...

-b 4096 This specifies the block-size of the file system (don not become confused
with chunks of the RAID; normally a block is 4096 byte large)
stride=s The amount of blocks needed for one chunk. Calculated by s =
chunk-size
block-size’
To get the chunk-size, use sudo mdadm -D /dev/mdx | grep
"Chunk Size" (the output is something like e.g. 512K).

Example: A RAID 10 with 256kB chunk-size and 4kB block-size
has 256/4 = 64 strides.

stripe-width=t The amount of used blocks when the RAID writes a whole chunk. The
stripe-width is calculated by ¢t = s - k with £ = amount of usable
partitions and s the stride parameter (from above).

Example: In a RAID 5 with 4 drives is ¥ = 3 because one fourth of
the RAID contains parity data. With a stride amount of 64 (256kB
chunk-size and 4kB block-size) follows the stripe-width with
t=256/4-3=064-3=192.

15 [ubul
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Note: A RAID 1 (and other non-striping levels) just needs the command sudo mkfs.ext4 /dev/mdx
because there is no striping.

7. Mount the new RAID

Now you can mount the new RAID drive with the normal mount command via sudo mount /dev/mdx
/media/. ...

3.2.2 Windows

Windows has an built-in tool to create software RAIDs. It’s available via start — manage or via the
command win+R — diskmgmt.msc.

Due to its GUI, it is very simple to create a new RAID volume or to delete one. You only have to
be sure that the disks you want to use, are formatted. There are also some other labels in the context
menu of the disk manager. Instead of RAID 0 it says Spanned Volume, nevertheless the functionality is
the same.

Select the disk you want to use, and then click Add.

Available Selected:

Diskk 3 2045 (null) Disk 1 2045 (null)
q Disk 2 2045 {null}

< Remove

< Remove All

Total volume size in megabytes (MB): 14050

Maximum availzble space in MB 12045

Select the amount of space in MB 2045 =

Figure 8: Software RAIDs are (mostly) easy to

set-up.[WCd]

In the upcoming window (s. figure [§) you will have to choose some other hard drives that should be
attached to the new RAID. After adding all drives the only thing to do is choosing a name and a drive-
letter.

3.3 Comparison

Features Software RAID Hardware RAID Controller
Independent No Yes

RAID performance Depending on Server(load) | High: Independent  of

server(load)

Functionality vulnerable to malware | Yes No

Ability to migrate to other OS Limited Yes

Costs Low costs High costs

Typical RAID levels RAID 0, 1 RAID 5, 6

Table 3: A short comparison of hard- and software RAID. Redrawn to Jada06].

13
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4 Usage

A RAID is made to achieve high performance and/or for data security. Both aspects fit to companies
with an own data center and for some private users with high requirements.

4.1 Private

The normal user of computer systems does not need a RAID for saving data. The normal HDD or SSD is
absolutely sufficient. However, there are other people with more special requirements in their hardware.

One example are gamers. In order not to wait for saving and loading a game, level, map or anything else,
some of them need/want the hight reading and writing speed of a RAID. The performance can also be
very convenient for backups because of their growth in size (about 40GB per game are pretty normal for
recent AAA-games |E| ).

Another system to store data in a private household are NAS-devices (Network Attached Storate). Most
of them are use RAID systems to increase the security of their data E . These devices are used by e.g.
families or small companies.

4.2 Commercial

As mentioned before, a normal data center uses RAIDs to increase their performance in terms of security
and speed [1¥] (e.g. the DKRZ (Deutsches Klimarechenzentrum) uses RAIDs as wel[™] ).

One example are mail-server which have to handle many requests for a small amount of data. To process
those requests a RAID with parallel drives (e.g. a RAID 10) is a good option E .

16 [Sim]

17 [Comal
18[DCT)
19[Her97, p. 157]
20[Comb)
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